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Abstract

It has been shown that the heat transfer coefficients obtained from using the 1-D transient liquid crystal scheme are
higher than those obtained from employing the 3-D scheme when surface heat transfer is highly nonuniform such as on
a hot surface subject to jet impingement cooling. This is due to the fact that 1-D method does not include the lateral
heat flows induced by local temperature gradients. The objective of this study is to provide a new database of heat trans-
fer coefficient distribution on the jet impingement target surface in the confined cavity by employing a 3-D transient
liquid crystal scheme. The study is performed with an 8 · 11 array of confined impinging jets with Reynolds numbers
ranging from 1039 to 5175. The 1-D results are higher than the 3-D results with the local maximum and minimum heat
transfer values being overvalued by about 15–20% and the overall heat transfer by approximately 12%. In addition, hot-
film measurements of the flow structure are conducted to gain insight into the effects of cross-flow on heat transfer
behavior. The surface mapping of heat transfer coefficient demonstrates a change from columnar pattern to a horizon-
tal pattern and switching back to the columnar pattern as Reynolds number increased consecutively. This pattern
switching is thought to be caused by the competition between jet penetration and the cross-flow buffering effect. A non-
uniformity index is defined to provide a quantitative measure for cooling effectiveness for various cases. The results
indicate that increased cross-flow degrades the heat transfer performance but increase uniformity.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Jet impingement cooling or drying is one of the
widely employed heating or cooling methods in many
practical applications. Some examples are annealing of
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metal and glass, electrical equipment cooling, and drying
of paper and textiles or other thin films as well as in the
secondary cooling of continuous casting of steels. There
are many different ways of employing jet impingement
cooling such as using single jets, pulsed jets, inclined jets,
2-D slot jets, array of discrete jets, and annular jets. In
gas turbines, jet impingement has been commonly em-
ployed for cooling combustion liners, transition pieces,
and airfoils. For gas turbine components to survive un-
der increasingly raised higher temperature environment
ed.
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Nomenclature

cp specific heat
D jet diameter
H overall average value of heat transfer coeffi-

cient of the entire surface
HZ spanwise average heat transfer coefficient

for each column
h convective heat transfer coefficient (W/

m2 �C)
k heat conductivity
L length of the test surface
m, n total number of heat transfer measurement

locations (or pixel) in z- and x-directions
Nucx Nusselt number in the absence of cross-flow
Nux Nusselt number � hD/k
q00 heat flux
Re Vjd/m
S internal generation source term
t time
T temperature
Tu,v turbulence intensity based on

u0; v0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðu02þv02 Þ=2
p

V tot

TLC transient liquid crystal scheme
U, V mean velocity components in x-and y-direc-

tions
Vj jet velocity
u 0, v 0 RMS velocity fluctuation components
x streamwise direction, parallel to the target

surface
y jet impingement direction, normal to the

target surface
Y impingement target distance
z spanwise direction (see Fig. 1)
q density
r a nonuniformity index of h, defined as the

standard deviation of h
rZ spanwise average of r
rz normalized rZ � rZ/Hz

Subscripts

i, j indices of the locations
w wall
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to improve thermal efficiency, jet impingement cooling
will continue to be a critical technique for cooling gas
turbine hot components.

Research results during the past four decades on jet
impingement heat transfer are available in a large body
of the literature. Livingood and Hrycak [1], Martin [2],
Downs and James [3], Humber and Viskanta [4], and
Jambunathan et al. [5], for example, have provided
extensive reviews of the literature.

One specific feature for gas turbine component cool-
ing is that the jet flows are confined in a narrow space.
The major player that affects jet impingement cooling
in a confined space is the cross-flow (or spent flow).
Cross-flow is defined as the flow moving in the direction
normal to the impingement flow. Cross-flow prevails
in situations employing multiple arrays of jets, including
the impingement jets cooling situations in the gas tur-
bine vanes, blades, and combustion liners. For confined
impingement arrays, the interactions between cross-flow
(or spent flow) and adjacent jets can further deteriorate
the heat transfer performance of downstream jets.
According to the producing source, most cross-flow
can be categorized as two types: imposed cross-flow
and spent jet flow. The imposed cross-flow results from
the external flow resource; whereas the spent cross-flow
is induced by the accumulated spent flow moving toward
the exit.

For the imposed cross-flow case, Huang et al. [6]
conducted a numerical investigation on the effect of
the cross-flow rate on the heat transfer performance
under a turbulent impinging slot jet. They compared
the predicted Nusselt number distribution including
the effect of cross-flow with those without cross-flow.
It was found that the location of the maximum Nusselt
number shifted downstream due to the deflection of the
jet by the cross-flow. They further observed that the
Nusselt number far downstream from the slot exit for
the case with imposed cross-flow was higher than that
without cross-flow, which was in agreement with the
Metzger et al.�s [7] experimental observation on round
jets in an imposed cross-flow. The increase of the Nus-
selt number over the downstream region was due to the
total mass flow rate exhausted through downstream
direction that increased as the cross-flow rate was
increased.

In most practical cases, the cross-flow encountered is
resulted from accumulating spent flow along the main
flow direction. Obviously, considering the complex
interaction between the cross-flow and the impingement
flow, it is expected that the cross-flow will have signifi-
cant impact on both the flow structure and the heat
transfer characteristics. It is logical to assume that the
flow field under the first few rows of impingement holes
should be subjected to less cross-flow effect than that of
downstream holes. Spent air from the upstream jets in
an array normally lowers heat transfer coefficients, and
to the limit the cross-flow can sweep away the jets so
that impingement is prevented. Therefore, it is antici-
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pated that the heat transfer should continuously dimin-
ish in the downstream area.

For example, Galant and Martinez [8] reported that
the heat transfer near the stagnation point from an array
of jets was lowered 7% from a single jet value due to
interactions of adjacent jets and spent flow from up-
stream. Such interference results in the formation of
unpredictable variations of local heat transfer between
jets including offset of local cooling peaks near stagna-
tion points. They presented a formulation of the cross-
flow influence upon impingement heat transfer rates
for arrays of circular jets: Nux = (Nucx + Nux)W, where
Nucx is the Nusselt number in the absence of cross-flow
and Nux and W are analytical functions of Z/D
(impingement distance to jet diameter ratio), m (cross-
flow to jet momentum ratio), and Re (cross-flow Rey-
nolds number based on jet spacing).

Goldstein and Timmers [9] showed that spent air from
upstream jets tended to lower local heat transfer coeffi-
cients and, in the limit, a flow visualization showed that
the cross-flow can sweep away the downstream jets such
that the jet impingement was prevented. A series of stud-
ies of jet impingements heat transfer including the effect of
cross-flow were conducted by Florschutz et al. [10–12].
Florschuetz [13] found that increasing the ratio between
the imposed cross-flow mass flow rate and impingement
jet flow rate from 0.2 to 0.4 could significantly reduce
Nusselt number by a factor greater than 2.5.

Bruchez and Goldstein [14] experimentally studied
the influence of cross-flow on the heat transfer charac-
teristic of partially confined and staggered impinging jets
issuing from discrete round holes and slots respectively.
For single or multiple jets, flow visualization results
showed that the cross-flow made the flow highly three-
dimensional, which also increased the complexity of
the flow structure and heat transfer situation. The exper-
imental results showed that heat transfer was lowered
due to the interaction of adjacent jets and the induced
boundary layer separation and corresponding flow ed-
dies. Also, such interaction resulted in the formation
of the secondary heat transfer peaks between jets. Gold-
stein and Timmers [9] illustrated the similar heat transfer
phenomena resulting from the cross-flow effects through
isotherms obtained by flow visualization techniques.

Recently, Huang et al. [15] presented detailed heat
transfer distributions for an array of in-line jets imping-
ing on a plate with different crossflow orientations by
employing a transient liquid crystal method. The differ-
ent crossflow directions were created by changing the
test section open ends. They reported that the highest
heat transfer coefficients are obtained for a crossflow
orientation where flow exits in both directions.

Almost all the data in gas turbine applications are in
the range with Reynolds number higher than 5000. Low
Reynolds number data (Re < 5000) are needed for appli-
cations in some areas of combustor guided vanes, com-
bustor transition pieces, and nozzle endwalls. Especially
for alternate materials such as ceramic matrix compos-
ites (CMC) or continuous fiber ceramic composites
(CFCC) or monolithic ceramics. For such new materi-
als, the operating stress that they can withstand is much
lower than for metals, yet they can take higher bulk tem-
peratures. This combination of conditions can lead to
the use of lower internal cooling effectiveness in order
to reduce the thermal gradients through the wall, and
so keep the thermal stresses within the material limita-
tions. This is an important class of application that will
become more common in the coming years.

Although jet impingement cooling has the advantage
of achieving significantly enhanced overall heat transfer
rates, it inherently suffers from a highly nonuniformed
cooling distribution between the jets. The conventional
measuring schemes including using discrete thermocou-
ples and employing 1-D transient liquid crystal (TLC)
are subject to some limitations due to highly nonuni-
formed surface cooling. Discrete thermocouples are dif-
ficult to effectively catch the detail of local nonuniform
cooling distribution, and the 1-D TLC scheme does
not include the lateral heat flows induced by local tem-
perature gradients, which are pronounced under jet
impingement cooling conditions. These limitations moti-
vate this study to employ a 3-D TLC scheme to obtain
more accurate surface heat transfer coefficient distribu-
tion under highly nonuniform impingement jet cooling
conditions. In addition, information of flow structures
is indispensable for improving understanding of
convective heat transfer. However, information of
simultaneous measurements of flow structure with corre-
sponding surface heat transfer coefficient measurements
is still lacking in confined space conditions. Therefore,
this study will also employ hot-wire measurements of
flow structure within the confined space.

In summary, the reasons that motivate this study are:

1. Lack of data for low-Reynolds number (<5000) con-
fined jet impingement cooling to serve increasing
needs in some of gas turbine applications.

2. Inaccuracy of employing 1-D TLC scheme under
highly nonuniform surface cooling conditions.

3. Lack of flow information to help interpret cross-flow
effects on confined jet impingement heat transfer.
2. Experimental program

2.1. Flow circuit

The flow of the experiment was supplied by a dedi-
cated compressor. To minimize the fluctuation of the
compressor output, a 60-liter tank was installed at the
outlet of the compressor. After the tank, the pipeline
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was diverted into two branches: one led to the test sec-
tion; the other one served as a by-pass. At the inlet of
each branch of pipelines, a regulating valve was installed
respectively. By adjusting these two valves, the flow rate
through the test section could be conveniently controlled
without disturbing the steady pressure level and the total
flow rate. Before the inlet of the test section, a dryer and
an oil filter were installed to remove moisture and any
particles larger than 20 lm.

2.2. Test section

The test section, as shown in Fig. 1, had two cham-
bers. Only the left chamber is used in this study. A thin
(1.5 mm) aluminum plate with an array of in-line jet
holes of 2 mm in diameter is placed in the left chamber.
The inlet of each jet hole was slightly rounded to ensure
similar entrance situation, whereas the outlet (facing the
target surface) was square edged. The flow entered and
exited the test section through three large holes of
Fig. 1. Schematics of the test section and the composite heated wall:
2.54 cm (1 in.) in diameter. Flow from the compressor
first came through the inlet and entered the left chamber,
then flowed through the in-lined, uniformly distributed
impingement holes on the aluminum plate and impinged
on the first impingement target surface. The impinge-
ment spent air from the first stage further flowed into
the right chamber. An 8 · 11 isothermal jet array was
used with a jet-to-jet spacing of six diameters. The target
distance was 12.7 mm (1/2 in.). The mass flow rate was
measured at the flow exit by integrating the outlet veloc-
ity profile measured by a hot-film sensor.

2.3. Heated test surface

The heated test surface was designed to implement
the transient liquid crystal method as shown in Fig. 1.
The test surface consisted of five layers. The first layer
was a clear LEXAN plate of 12.6 mm (1/2 in.) thick
which served as the support for the heater and the liquid
crystal sheet. The second layer was the liquid crystal
(a) front view, (b) top view, (c) cross-section of the heated wall.
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sheet, which was about 0.1 mm thick with adhesive on
both sides. The liquid crystal sheet (model number
R30C5W, HALLCREST Inc.) had a temperature range
of 30–35 �C. The third and fourth layer were the patch
heater sandwiched between silicon rubber layer of
0.47 mm thick on both sides. The total thickness of the
patch heater was approximately 1 mm and the actual
thickness of etched heating foil was about 0.059 mm.

2.4. Thermocouples

Ten pairs of 40 gauge (0.003 in. in diameter) chro-
mel–constantan thermocouples were deployed including
3 pairs embedded underneath the heater as the in situ
calibration references for the liquid crystal, 2 pairs at
the exit of the test section, 2 pairs for monitoring the
ambient and inlet main flow temperatures, and 3 pairs
on the backside of the test surface for detecting the heat
losses, if any. The three embedded thermocouples are
located in the centerline at x = 12, 87, and 162 mm,
respectively. The tip of the thermocouple is approxi-
mately 0.008 in. (0.203 mm) in diameter. The area of
each pixel is 0.208 mm · 0.213 mm. The size of the ther-
mocouple tip is about the same size of the area repre-
sented by one pixel. The thermocouples were
calibrated against an RTD in a circulating water bath.

2.5. 3-D inverse transient liquid crystal method

The transient liquid crystal method using 1-D heat
conduction scheme has been widely employed for jet
impingement heat transfer studies; for example, the mea-
surements conducted by Van Treuren et al. [16] and
Hwang and Cheng [17]. More complete procedures are
employed in the three-temperature film cooling problem
such as proposed by Vogel et al. [18], and Chambers
et al. [19]. Theoretically, the following conditions need
to be satisfied for employing the analytical 1-D transient
solutions: (a) 1-D heat conduction, (b) imposing an
instantaneous convective heating or cooling boundary
condition on the surface, and (c) semi-infinite depth of
the solid. Among these conditions, condition (a) is fre-
quently violated by nearly all the applications. To satisfy
conditions (b) and (c), inconvenient and/or complex de-
signs are frequently required to be implemented. For
example, in practical experiment cases, the ideal step
temperature change on the test surface is not achievable.
To deal with it, one must use a superimposed method to
approximate the transient temperature changing curve
on the test surface by integrating a finite number of step
changes (see [20]). Depending on the time step size, the
obtained data accuracy may not always be satisfying.
Furthermore, for a situation like arrays of impingement
jets cooling, a highly nonuniform distribution of heat
transfer coefficient exists. 1-D method would introduce
errors due to deviation from the one-dimensional
assumption. To include the lateral heat conduction, this
study employs the 3-D TLC scheme developed by Lin
and Wang [21]. They applied a 3-D inverse transient
conduction scheme in coupling with the transient liquid
crystal method to back calculate the heat transfer distri-
bution on the surface from the transient temperature
reading of the test surface. Lin and Wang�s scheme
[21] is summarized below:

2.5.1. Image processing system

First, a period of TLC color images on the test sur-
face was recorded by a standard 8 mm camcorder. Then
images were digitized to TIFF format. The image acqui-
sition rate was set to be 30 images per second. The whole
TLC color play history became a large number of dis-
crete image TIFF files. Using Matlab image processing
toolbox, each pixel of those images could be interpreted
as a (R, G, B) data set. (R, G, B) represents the color
intensity value of the three primary colors: red, green,
and blue. The next step was to transform the color infor-
mation in the RGB domain into the UVW domain. The
linear transformation between the RGB system and the
UVW system was through the matrix used by Hollings-
worth et al. [22]. The hue angle was calculated at each
pixel of the image after the three-dimensional RGB
matrix was further transformed into a two-dimensional
matrix UV [22]. For each pixel, the history of the hue
angle change during the experiment was obtained. By
looking through the hue angle�s changing history, the
time elapsed to reach a reference value (e.g., 32 �C)
could be obtained at each pixel. At this stage, and for
each case, the raw data had been reduced to a matrix
s(nx, ny), which stated the time period of each sampled
pixel to reach the specific temperature level.

The next step of heat transfer data processing was to
back calculate the heat transfer coefficient from the time
elapse information. The 3-D inverse scheme was em-
ployed here. The temperature information obtained on
the TLC surface was not on the true surface but a short
distance beneath the surface. The unknown heat transfer
coefficients were to be recovered as the boundary condi-
tion on the true surface of the heat conduction body.
The dimensions and physical properties of the composite
heated test surface and the heat flux generated by the
heater were known. Using all these parameters as the in-
put to the inverse scheme, the heat transfer coefficient at
each location on the target surface could be calculated.

2.5.2. 3-D inverse transient conduction scheme

For a transient heat conduction problem, the temper-
ature distribution inside a solid can be found through
numerical or analytical methods if the heat flux or
temperature histories at the surface (i.e. the boundary
conditions) of the solid are known. This is a direct prob-
lem. However, in many dynamic heat transfer situations,
one of the boundary conditions, such as the surface heat



4892 T. Wang et al. / International Journal of Heat and Mass Transfer 48 (2005) 4887–4903
flux or surface heat transfer coefficient, are not known,
and they must be determined from transient temperature
measurements at interior locations. This kind of prob-
lem is categorized as the inverse problem. In the present
study, the term ‘‘inverse’’ was used to emphasize the nat-
ure of the current problem in a broad sense. In this
study, the known information was the time period to
reach a specific temperature for each pixel over the
TLC surface beneath the heater. The unknown to be
solved was the heat transfer coefficient distribution on
the test surface. A program written in Matlab was uti-
lized to implement this scheme.

The inverse scheme consists of two stages. The first
stage is to solve the direct heat conduction problem.
The second stage is to correct the estimated heat transfer
field. The heat transfer problem in this study is a 3-D
transient heat conduction problem.

The transient conduction governing equation is
qc oT

ot ¼ r � ðkrT Þ þ S. The numerical calculation was
performed using the second order central differencing
scheme for spatial axis and implicit method for temporal
step. The discretization of the governing equation results
in a large set of linear algebraic equations, which are
solved by the Gauss–Seidel point-by-point iterative
method. The results are deemed reaching convergence
when the variation of consecutive results of at each grid
point is than 10�6. After one round of solving a direct
3-D transient heat conduction problem, a predict-and-
correct method is employed to adjust the input condition.

For this study, the inverse scheme starts with apply-
ing a guessed heat transfer coefficient distribution on the
test surface as the boundary condition and compute the
temperature field of the whole domain. The second step
is to correct the previously guessed heat transfer coeffi-
cient distribution, and continue another run of 3-D tran-
sient heat transfer computation. This loop continues
until the calculated transient temperature information
(i.e. both time and temperature values) of each grid
on the target surface matches the experimental data
within the convergence criterion. During the correction
process, the Newton root-finding method is adopted
to correct the assumed heat transfer coefficient
distribution.

The temperature of the back surface was set to the
values read by two thermocouples on the back surface.
In this study, since the Lexan substrate was selected to
be thick enough as an insulator to reduce the back
losses. The back surface temperature was able to be
maintained at the ambient temperature during each
experiment. On the other four surrounding sides of the
test plate, adiabatic boundary condition was applied.
The input information required for the calculation is:
(1) the heat flux generated by the heater, (2) thermo-
physical properties of the materials including the test
surface, heater and the composite substrate, (3) ambient
temperature during the experiment, (4) the boundary
conditions on all the boundaries including the guessed
heat transfer coefficients on the front surface, (5) the ini-
tial condition of the entire computational domain, (6)
the dimensions of the test surface, and (7) the grid sys-
tem�s configuration.

2.6. Experimental procedure

Before the experiments were conducted, the CCD
camera was calibrated by using a standard color map
to verify the digitization property and reliability of the
particular camera used. A hardcopy of color map
including the three primary colors was used as the refer-
ence. The CCD camera used for the heat transfer study
was employed to record three images of the color map at
different dates. The time interval between the taking of
each image was 24 h. Those three images were then dig-
itized by the image board and processed by the Matlab
image toolbox. The RGB values of each pixel of these
different images were compared and found to be consis-
tently within 1.3%. It was concluded that the camera was
reliable to use.

A pre-test of the color property of the liquid crystal
sheet was conducted on the target surface heated with
a constant heat flux without air impingement. The pre-
test indicated that the foil heater delivered an acceptable
uniformity of heating. The temperature variation be-
tween any two randomly chosen locations on the surface
(or pixels of the TLC images) at any time during
measurement was found within 0.2 �C with a DT
(=Tw � T1) of 8 �C.

To minimize the deterioration of the color play prop-
erties of TLC sheet, the TLC surface was well covered
and protected by a black card-board sheet and cloth
immediately after each test. To eliminate errors due to
lighting and viewing angle, an in situ calibration was
performed for each experiment. In every test case, read-
ings of three embedded thermocouples were used as the
standard against which the color images were calibrated.
The thermocouples themselves were calibrated against
an RTD supplied and calibrated by NIST (National
Institute of Standard and Technologies).

A heat transfer test was started about 20 min after
the flow reached steady state by switching on the DC
power supply of the heater. At the same time, the
CCD camera and the thermocouple temperature mea-
surement system were turned on. Three embedded ther-
mocouple readings were matched by their physical (or
real) time to produce the one-to-one relationship with
the corresponding frame of the color image. By specifi-
cally looking at the hue angles of the TLC display at
these three locations, a unique relationship between
the temperature and the hue angle was established for
each thermocouple location. Ideally, for one specific
temperature, the hue angle derived from the temperature
data of three locations should be identical. For the four



T. Wang et al. / International Journal of Heat and Mass Transfer 48 (2005) 4887–4903 4893
cases performed, the hue angle�s variations were within
3%. The averaged calibration curve was used. The com-
plete image change history during the transient tests was
recorded by the CCD camera on an 8 mm tape, which
acted as a raw data storage media. The response time
of a 40-gauge thermocouple is approximately 0.1 s.
The liquid crystal sheet�s response time is about the same
as the thermocouple. The transient period for sweeping
through the color play region was approximately 4–
7 min depending on the Reynolds number. The error in-
duced between the thermocouple�s and the liquid crys-
tal�s response time is negligibly small in comparison
with the transient period and other uncertainty sources.
Since the liquid crystal is calibrated in situ in the present
study, the experimental setup, including lighting and
camera, were not moved for different cases. The poten-
tial errors due to variations of illumination and camera
viewing angle are removed.

In the present experimental situation, since the heat
transfer condition was transient, the effect of develop-
ment of thermal boundary layer needed to be evaluated.
Several different heating processes using different
amounts of heating power were performed under the
same flow condition (or Reynolds number). The experi-
mental results showed differences within 1%, which is
believed including the effect of thermal boundary layer
development but not exclusively.

2.7. Test section for flow measurement

During the flow experiments, the heated target
surface was replaced with another LEXAN plate to
Fig. 2. Layout of hot-film m
allow for traversing the hot-film probe with minimal
flow interference. To meet the measuring requirements
and to minimize the disturbance of the introduction of
the probes, slots and plugs of different sizes were made.
Using a different combination of the plugs, measure-
ments could be made at locations in the interested area
with a 1.58 mm (100/16) increment. Self-adhesive gaskets
and vaseline were used to minimize air leakage to an
unnoticeable level.

2.8. Flow measurements

In the beginning of each test, the flow system was
allowed to warm up and reach steady state within
45 min. A standard commercial cross hot-film probe
(TSI Model 1248A) was used in conjunction with the
TSI IFA-100 hot-wire anemometers. An A/D data
acquisition board Win-10DS/4 installed in a personal
computer was employed for data acquisition and digiti-
zation. A software STREAMER was used to transfer
data directly to the hard disk. The hot-film signals were
sampled at 10 kHz for 20 s and were low-pass filtered at
5 kHz for each measurement. The hot-film probe was
calibrated against a pitot tube connected to a microma-
nometer with a resolution of ±25.4 lm (±0.001 in.) of
water.

The measurements were taken at 78 locations in the
x-direction along the centerspan between the first and
eighth jet columns. In the normal direction (y), the mea-
surements were taken at two 2 locations, y = 7.56 mm
(Plane I) and 3.78 mm (Plane II), respectively, as shown
in Fig. 2.
easurement locations.
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3. Uncertainty analysis

The uncertainty analysis was performed following
the procedure proposed by Moffat [23]. The independent
variables were traced and identified following the meth-
odology proposed by Wang and Simon [24]. The overall
Nth order uncertainty for the heat transfer coefficient is
3.31% with the three largest uncertainties contributed by
the main flow temperature, initial temperature, and test
surface thickness. The detailed analysis was documented
by Lin [25]. The uncertainty of hot film in high-turbu-
lence flows is about 3% in mean velocity measurement
and 15% in velocity fluctuation measurements.
102 103 104 105
4. Results and discussion

4.1. Heat transfer

The transient liquid crystal method has provided test
results with decent spatial resolution for engineering
needs. Each image frame consisted of 480 · 752 pixel
data that covered an actual viewing area of 10 cm ·
16 cm (height · length). Four experimental cases were
conducted. The results of overall heat transfer coeffi-
cients are shown in Table 1. The first three experimental
cases used the same confined impingement cavity with
only the right side being open, but they differed in
impingement jet Reynolds numbers. The fourth experi-
mental case was conducted to investigate the effect of
controlled cross-flow upon the heat transfer on the tar-
get surface by opening both ends of the impingement
cavity, i.e. the hatched area at the lower left corner in
Fig. 1(b) was completely opened by removing the LEX-
AN material; hence, part of the spent air exited on the
left side.

4.2. Overall heat transfer

The overall results are shown in Table 1, in which
hmin, hmax, and H are defined as the minimum, the max-
Table 1
The overall heat transfer results for four experimental cases

Cases 1 2 3 4

Re 1039 3026 5133 5175
hmin

(W/m2 �C)
11.80 48.61 50.78 102.2

hmax

(W/m2 �C)
188.76 369.69 556.02 481.60

H

(W/m2 �C)
71.91 203.92 355.82 323.10

H/Re
(W/m2 �C)

0.0692 0.0674 0.0693 0.0624

Nu/Re 0.00265 0.00258 0.00265 0.00239
imum and the overall average heat transfer coefficients,
respectively. They are obtained from the entire target
surface for each experimental case.

The results indicate that the hmax and H increase lin-
early with the Reynolds number. The increasing rate of
H is about the same as the increasing rate of Reynolds
number, while rate of increase of hmin is a little slower
than that of hmax. For the first three cases, the H/Re
values are within a constant value of 0.0682 ± 1.4%
and the Nu/Re values are 0.00265 ± 1.4% or Nu =
0.00304 Pr0.42Re. It seems that Cases 2 and 4 deviate
from the linearity with Reynolds number. It will be
shown later that this could be caused by the dominant
cross-flow effect in Cases 2 and 4.

Case 3 has the highest H of the four cases. This is
obviously caused by the fact that Case 3 has the highest
jet Reynolds number. Although Case 4 has a similar
Reynolds number as Case 3, the heat transfer perfor-
mance reduces. This phenomenon is believed to be due
to the effect of cross-flow because Case 4 has two exits
instead of one exit for Case 3.

The overall heat transfer coefficient results were com-
pared with several previous studies as shown in Fig. 3.
Kercher and Tabakoff [26] proposed Nu/Pr1/3 =
0.00395Re0.966 for 4000 < Re < 40,000. They investi-
gated heat transfer of a square array of round air jets
impinging perpendicularly to a flat surface including
the effects of spent air, similar to the present study,
but they used thermocouples to measure the tempera-
ture. The comparisons are also made with the correla-
tion proposed by Huang [27]. Huang investigated the
heat transfer coefficients for air flow through round jets
impinging normal to a heat transfer surface. The present
results agree well with Kercher and Tabakoff�s correla-
tions within 10% and fall between the correlations be-
tween [26,27]. Note that since this study conducted in
a low Reynolds number region, the comparisons are
Re

N
u

102 103 104 105100 100

101 101

102 102
KERCHER(1969,square array
of cool jets with spent air)

HUANG(1963,multiple heated jets)

Results of Present Study
(Solid Triangles)

Extrapolation

Fig. 3. Comparisons of the present experimental results with
other studies. The dashed lines are extrapolations made by the
present study.
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made with the extrapolations of the correlations of
[26,27].

In the following discussions, Cases 1, 2, and 3 are
presented and discussed first. Case 4 will be separately
discussed in the last section to focus on the effect of
the controlled cross-flow on heat transfer.
Fig. 4. Contour plot of convective heat transfer coefficient distributi
(b) Case 2 at Re = 3026, and (c) Case 3 at Re = 5133.
4.3. Contour plots of the heat transfer coefficient

distribution

The two-dimensional local h-distributions for Cases 1,
2, and 3 are presented in Fig. 4(a)–(c), respectively. Con-
tour line plots are chosen to enhance the information
on on the impingement target surface: (a) Case 1 at Re = 1039
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about the gradient of local h variation. The contour lines
are constant h lines, and they are also representative of
isotherms because q00 = h(Tw � Tj), and at any snap
shot, q00 and Tj are nearly constant for each pixel. The
interval value between each two successive contour level
is a constant; therefore, the spacing between two lines or
density of the contour lines per unit area demonstrates
the magnitude of the local temperature gradient on the
surface.

In Fig. 4, an array of light color spots can be
identified as a strong heat transfer zone (or stagnation
area) due to jet impingement cooling. The overall heat
transfer performance of the upstream area (left por-
tion) is noticeably better than that of the downstream
area (right portion). The major portion of the surface
shows a clear and consistent spanwise periodicity (in
the z-direction), except near the edges of the target
surface.

For Case 2 in Fig. 4(b), at first glance, the contour
plot seems to have a similar heat transfer coefficient
distribution pattern as Case 1, but they are different.
Instead of being approximately round circles in a colum-
nar pattern as in Case 1, the stagnation areas of Case 2
appear to be stretched in the x-direction and lose the
columnar pattern. More horizontal lines have developed
in the x-direction than in the vertical z-direction. Spac-
ing between the contour lines in Case 2 are more uni-
form than Case 1. The change of contour line pattern
from columnar pattern to horizontal pattern is thought
to be associated with the cross-flow effect, which will be
further discussed later.

The local heat transfer coefficient distribution of
Case 3 is presented by Fig. 4(c). Again, higher heat
transfer is associated with the upstream region. The
overall magnitude of h of Case 3 becomes higher, and,
in contrast to Cases 1 and 2, contour lines become den-
ser in the downstream region. The pattern of contour
lines changes back to columnar pattern as in Case 1.
In the stagnation regions of the first several columns
of impingement jets, h is higher and more uniform,
which results in a larger blank area in the contour line
plots.

To provide a more detailed and quantitative view of
the h-distribution along the cross-flow direction, the va-
lue along a straight line through the centers of the
fourth row of impingement holes is selected as a repre-
sentative and is presented in Fig. 5. In all three cases, h
illustrates periodic variations; however, the periodic
peak h-values do not exactly coincide with the location
of the jet holes. This is believed to be caused by the
sweeping effect of the cross-flow. H variations tend to
decline downstream except Case 2 in Fig. 5(b), which
illustrates minor increase in the last two jets near the
flow exit at the right-hand side of the figure. Different
from Case 1, both Cases 2 and 3 exhibit low peak val-
ues near x/L = 0.
4.4. Spanwise average of heat transfer coefficients

To facilitate the analysis of the h-variation along the
cross-flow direction, the whole target surface is divided
into 88 sub-domains (8 rows · 11 columns) with the
jet-hole location placed in the middle of each sub-
domain. The measurement was made from a 240 · 376
array of pixels; therefore, each sub-domain contains
30 · 34 measurement points. The spanwise average heat
transfer coefficient for each column is denoted as HZ.
Fig. 6 presents the results of spanwise average for each
case. The maximum and minimum curves represent sep-
arately the spanwise averages of the peaks and valleys in
each column, respectively. In Case 1 (Fig. 5(a)), the HZ

value monotonically decreases toward the exit. This
monotonic decrease of heat transfer coefficient has been
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commonly recognized to be caused by the ‘‘buffering or
insulation effect’’ of the cross-flow. As Reynolds number
increases, instead of a monotonically decreasing trend,
HZ increases to a maximum value at the third column
for both Cases 2 and 3 (Fig. 6(b) and (c)). This increas-
ing trend of heat transfer in the first three columns is not
a familiar phenomenon to the authors. It is hypothesized
that this may be caused by jet-induced recirculation near
the left wall. This recirculation can be induced by the
entrainment from the jet shear layer. Since the strength
of the circulation increases as the jet Reynolds number
increases, this increasing trend of heat transfer in the
first three columns occurs in higher Reynolds number
cases. Recirculation induces local high pressure region
near the first column and alters the flow distribution
amongst the jet columns such that the Reynolds num-
bers of the first column becomes less than the average
jet Reynolds number. This is supported by the flow mea-
surements to be discussed later. This reversing trend of
heat transfer characteristics in the first three columns
can only be stated in a qualitatively way due to the fact
that many other factors also affect jet impingement cool-
ing performance. The Reynolds number values on which
the heat transfer trend changes in this study shall not be
held as the absolute criterion for other situations with
different jet spacing or target distance.

Near the test section exit, a minor increase of Hz oc-
curs in both Case1 and Case 2. This might be caused by
the possibility that the buffering effect of the cross-flow is
relatively relieved near the proximity of the exit. This
hypothesized ‘‘relief effect’’ diminished when the Rey-
nolds number becomes large.

Comparison of spanwise h-distribution of the second,
sixth, and eighth columns for each case is shown in
Fig. 7. Case 3 shows much more reduction of h from
the sixth column to the eight column than in Case 1
and Case 2. All three cases show that the spanwise h-
variation of the eight column is flatter than the previous
columns. This feature indicates that spanwise heat trans-
fer becomes more uniform as flow moves downstream.

4.5. Effects of cross-flow

The main objective of Case 4 is to investigate the ef-
fect of controlled cross-flow upon the heat transfer on
the target surface. In the first three cases mentioned
above, the impingement cavity is closed on the left side
and open on the right side. In the impingement cavity,
spent air is accumulated and grows thicker toward the
exit. This growing mass of cross-flow exerts a significant
impact on the heat transfer on the target surface. The
heat transfer is primarily determined by the interactions
between impingement flow and cross-flow, which makes
the flow field and the heat transfer situation very com-
plex and unpredictable.

In Case 4, both left and right sides of the test section
(or impingement cavity) are open. The cross-flow divides
in the geometric center of the test section between the
sixth and seventh columns and builds up in both right
and left directions. The left side immediately opens to
the ambient atmosphere, whereas the right side opens
to the right plenum of the test rig, as shown in Fig. 1.
Therefore, the resistance to the flow is higher on the
right side than on the left side. This difference in flow
resistance is expected to affect the cross-flow rates. The
merit of the present arrangement is to allow for compar-
ing side-by-side the effect of different cross-flow rates on
heat transfer at a fixed jet Reynolds number. It is ex-
pected that the cross-flow rate shall be more on the left
test domain. The flow measurement verifies that the
mass flow rate on the left side is 1.69 times than the
right. Therefore, it is deduced that left-hand side has
thicker cross-flow than does the right side. The present
test condition is different from that conducted by Huang
et al. [15]. In their study, both ends were open to the
atmosphere, so the flow was symmetrically distributed.
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Fig. 7. Comparison of spanwise heat transfer coefficient distribution of the second, sixth, and eight columns: (a) Case 1 at Re = 1039,
(b) Case 2 at Re = 3026, and (c) Case 3 at Re = 5133.
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Fig. 8(a) presents the contour plots of h-distribution
of Case 4, which illustrates more uniform pattern than
those of Cases 1, 2, and 3. Fig. 8(b) represents the
streamwise h-variation along a straight line through
the centers of the forth row of the jet array. The overall
h-variation tendency differs from those of Cases 1, 2, and
3. It can be clearly seen that h on left-hand side decreases
from the geometric center to the left-hand exit, while h

on the right-hand side maintains an almost constant
value. This feature is also reflected in the Hz-distribution
shown in Fig. 8(c). This result implies that increasing
cross-flow by holding the jet Reynolds number constant
degrades the heat transfer performance.
5. Nonuniformity index of surface heat transfer

As stated in the introduction, the major weakness of
jet impingement cooling is its highly nonuniformly dis-
tributed heat transfer coefficient. In order to characterize
this feature, two nonuniformity indices, the standard
deviation of heat transfer coefficient over the whole sur-
face (r) and the normalized standard deviation
ð�r ¼ r=HÞ, are used to quantify the overall heat transfer
performance.

Table 2 shows that Case 3 has the maximum r-value
of 107.81 W/(m2 �C) among all four cases. Case 4 comes
to the second place, and Case 1 has the lowest r of
35.24 W/(m2 �C). Since different cases have different
heat transfer levels, normalized standard deviation
value, �r, is more appropriate for comparing the heat
transfer uniformity among these cases. Among all four
cases, Case 1 has the largest �r value of 0.49. Case 2
has the smallest value of 0.26. The differences among
these four cases are believed attributed to interactions
between the jet flow and the cross-flow. The cross-flow
can affect the cooling performance by two opposite man-
ners: it can provide a buffering effect to impede cooling
performance by reducing the jet flow impact on the sur-
face, and it can also provide some minor heat transfer
enhancement through increased convective cooling due
to increased mass flow accumulation. These two effects
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Table 2
Comparison of uniformity of surface heat transfer performance

Case no. r (W/m �C) �r

Case 1 35.24 0.49
Case 2 52.20 0.26
Case 3 107.81 0.30
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are opposite and compete with each other. There are two
other competing effects, i.e. those between the jet
momentum and thickness (or mass flow rate) of the
cross-flow. As the jet Reynolds number increases, the
jet momentum increases and the jet strength to penetrate
the cross-flow layer increases accordingly, but mean-
while, the thickness of the cross-flow also increases. In
summary, overall, there are three opposite effects com-
peting against each other, so the definite result is not
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predictable. This is what has happened in the present
study. As it can be seen that the �r value reduces as Re
increases from Case 1 to Case 2, but increases from Case
2 to Case 3.

The following reasoning is given to explain the above
feature, although a bit trying. In Case 1, when the jet
Reynolds number is low, the cross-flow is low and the
effect of jet impingement is dominant. As the Reynolds
number increases to 3026 in Case 2, the increase of
cross-flow thickness seems to provide more buffering ef-
fect than the penetrating strength of the increased jet
momentum. So the H/Re value reduces from 0.0692 to
0.0674 (see Table 1), and the uniformity gets better when
the �r value decreased from 0.49 to 0.26. However, as the
jet Reynolds number continues to climb to 5133 in Case
3, the increased jet momentum seems to edge over the
buffering effect of the increased cross-flow thickness.
Consequently, the H/Re value increases back to
0.0693, almost the same as in Case1, and the uniformity
becomes worse to a value of �r ¼ 0.3.

The cross-flow effect is also evident from the pattern
change of the contour plots, as shown in Fig. 4, from the
columnar pattern in Case 1 to the horizontal pattern in
Case 2 and back to the columnar pattern in Case 3. The
columnar contour pattern indicates that on the surface
the heat flows dominantly in horizontal direction (per-
pendicular to the contour lines), whereas the horizontal
contour pattern indicates otherwise and that the cross-
flow effects gain strength by cooling the surface more
uniformly, so an almost constant h-value follows the
cross-flow direction (i.e., horizontally in the x-direction).
The distributions of spanwise-averaged and normalized
standard deviation, rz, for four cases are shown in
Fig. 9. The maximum rz occurs at different column loca-
tions for different cases. The maximum rz occurs at the
first column in Case 1, at the last column (exit) in Case 2
and Case 4, and at the middle column (column 6) in
Case 3. It is interesting to note that Case 3 and Case 4
show a roughly symmetrical pattern. For Case 4, the
nonuniformity index reaches relatively large value at
both ends and is relatively lower and flat in the middle.
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In summary, when cross-flow effect is more dominant,
the nonuniformity is less, such as in Case 2. In Case 4,
the cross-flow effect at the right side is small so the non-
uniformity increases.
6. Comparison between 1-D and 3-D results

A comparison between the 3-D and 1-D results for
Re = 1039 is shown in Fig. 10. Fig. 10(a) shows the local
heat transfer coefficient value (h) along a horizontal
straight line through the centers of the fourth row of
impingement holes. The 1-D results show that the local
maximum and minimum values are approximately 15–
20% higher than the 3-D results. To further compare
the spanwise average of the results, the whole target
surface is divided into 88 sub-domains (8 rows · 11
columns) with the jet-hole location placed in the middle
of each sub-domain. The measurement was made from a
240 · 376 array of pixels; therefore, each sub-domain
contains 30 · 34 measurement points. Fig. 10(b) shows
that the 1-D result of the spanwise average heat transfer
coefficient (Hz) for each column is approximately 20%
higher than the 3-D results. Comparison of the overall
average of the heat transfer coefficient (H) between
1-D and 3-D results, as shown in Table 3, indicates that
1-D method overpredicts the heat transfer coefficient
about 12%. This can be explained that 3-D method
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Table 3
Comparison between the 3-D and 1-D overall heat transfer results for one case at Re = 1039

Model hmin (W/m2 �C) hmax (W/m2 �C) H (W/m2 �C) H/Re (W/m2 �C) Nu/Re

3-D 11.80 188.76 71.91 0.0692 0.00265
1-D 13.28 210.47 80.83 0.0778 0.00298
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Fig. 11. Distribution of two velocity components on Plane I
for Case 3 at Re = 5133: (a) absolute V-component and (b)
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accounts for the lateral heat flows induced by local tem-
perature gradients, which smear out the heat transfer
effect.

6.1. Flow field

The hot-film measurements were made for the third
case with Re = 5133. The flow field of the present study
is highly three-dimensional. The results of 2-D measure-
ments of a highly 3-D flow field, as presented below,
require cautious and careful interpretation.

6.2. U, V-velocity components distribution

Fig. 11 presents distributions of the U- and V-veloc-
ity components along the centerline on the measurement
Plane I, which is closer to the jet issuing holes than Plane
II. It should be noted that the hot-film sensors used in
the present study could not detect the flow directions.
Therefore, only absolute velocity values are presented
in Fig. 11. The absolute value of V velocity ranged from
approximately 13.8 m/s to 18.2 m/s. In the third, fourth,
fifth, and sixth columns, the peaks� locations roughly
coincide with the locations of the impingement holes.
However, in the region of the first two column impinge-
ment holes, velocity peaks do not match the impinge-
ment hole locations denoted by open circles in Fig. 11.
This is believed to be caused by recirculation flow near
the closed end of the impingement cavity. Downstream
(in x-direction) of the sixth column of holes, the peak
V velocity has obviously shifted in the direction of the
cross-flow. A secondary velocity peaks are observed be-
tween two major peaks at several locations. This can be
attributed to the interactions between two columns of
impingement jets. The overall trend of V-component
of velocity increased downstream in Fig. 11(a). This
implied that the jet flow rate is not uniform across
the board and has a lower rate near the closed end
(x/D < 2), which might also contribute to lower heat
transfer coefficient in addition to the previous stated
reason of recirculation flow.

Fig. 11(b) presents the absolute U-velocity compo-
nent distribution along the centerline on measurement
Plane I. The global distribution of U velocity shows an
increasing trend in the cross-flow direction with large
variations occurring in the middle region of the impinge-
ment cavity.

Fig. 12 presents the U- and V-velocity component
distributions along the centerline on measurement Plane
II, which is near the impingement target surface. The
patterns of these two figures are very similar to those
of Plane I in Fig. 11. However, several differences are
noticed. First, the velocity range of V in Fig. 12(a) is
much less than that in Fig. 11(a). This is expected be-
cause the jet velocity decays as it travels toward the tar-
get surface, and furthermore, it was retarded by the
cross-flow. The V-velocity range on the measurement
Plane II is from 5.6 m/s to 12 m/s, with the lowest
velocity occurring near the third column. The maximum
value and minimum value of Plane II is over 30–50% less
than those of the Plane I. Secondly, the V-component
peaks are swept downstream and occur between the jet
holes.

Fig. 13 presents the average turbulence intensity distri-
butions including both u 0 and v 0 along the centerline on
Planes I and II, respectively. Large fluctuations of the
turbulence values up to 30% are present on both planes.
There is no clear correlation between the turbulence peaks
and the jet holes in Fig. 13. Typically in the first five
columns, the turbulence peaks occur coincidentally with
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Fig. 13. Distribution of turbulence intensity for Case 3 at
Re = 5133: (a) on Plane I and (b) on Plane II.
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the jet-hole locations; but downstream of the fifth col-
umn, the turbulence peaks occur away from the jet
column locations.
7. Conclusions

A transient liquid crystal method using hue angle and
a 3-D inverse transient conduction scheme was em-
ployed to study the cooling effectiveness of 8 · 11 arrays
of confined impinging jets. Four experimental cases were
conducted at low Reynolds number range (Re < 5200).
The first three experimental cases differed in impinge-
ment jet Reynolds numbers with only one exit. The
fourth experimental case was conducted to investigate
the effect of controlled cross-flow on heat transfer by
opening both ends of the impingement cavity and by
imposing asymmetric resistance to the flow.

Results showed that the four cases differed in their
maximum and minimum heat transfer values. However,
for the first three cases, there was a linear relationship
between overall average heat transfer coefficient
(or Nu) and Re, i.e., H = 0.0686Re or Nu =
0.00304Pr0.42Re. The results showed that due to the con-
fined end effect, the first two jet columns do not always
provide the best cooling. Designers need to know this
fact and carefully evaluate the database available to
them. Due to the reversing trend of the local h-distribu-
tion as Reynolds number changes, both extrapolation
and interpretation of the database need to be cautiously
performed.

The surface mapping of h-distribution demonstrated
a change from columnar pattern to a horizontal pattern
and switching back to the columnar pattern as Reynolds
number increased consecutively. This pattern switching
is thought to be caused by the competition between jet
penetration and the cross-flow buffering effect. In Case
1 and Case 3, it was hypothesized that the jet momen-
tums were relatively stronger than cross-flow, and there-
fore, the jet flow could penetrate the cross-flow and
generated columnar pattern of heat transfer pattern.
While in Case 2, the cross-flow buffering effect was
stronger than the jet flow, which produced a horizon-
tally stretched pattern.

The velocity measurements supported the existence of
circulation in the first three columns by showing low
velocity distributions than those in other regions. The re-
sults of Case 4 indicate that increased cross-flow degraded
the heat transfer performance but increased uniformity.
There are many parameters that are not studied in this
paper but will affect the impingement jet heat transfer
performance such as jet temperature, jet flow density, tar-
get distance (or channel height), jet spacing, hole geome-
tries, and hole diameters. Applying the present results to
other parametric variations require cautions.
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